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Abstract—Today’s cybersecurity and AI technologies are often
fraught with ethical challenges. One promising direction is to
teach cybersecurity and AI ethics to today’s youth. However, we
know little about how these subjects are taught before college.
Drawing from interviews of US high school teachers (n=16)
and students (n=11), we find that cybersecurity and AI ethics
are often taught in non-technical classes such as social studies
and language arts. We also identify relevant topics, of which
epistemic norms, privacy, and digital citizenship appeared most
often. While teachers leverage traditional and novel teaching
strategies including discussions (treating current events as
case studies), gamified activities, and content creation, many
challenges remain. For example, teachers hesitate to discuss
current events out of concern for appearing partisan and
angering parents; cyber hygiene instruction appears very inef-
fective at educating youth and promoting safer online behavior;
and generational differences make it difficult for teachers to
connect with students. Based on the study results, we offer
practical suggestions for educators, school administrators, and
cybersecurity practitioners to improve youth education on
cybersecurity and AI ethics.

Index Terms—cybersecurity, AI ethics, education

1. Introduction

Young people are tomorrow’s designers and decision
makers; they are often heavy users of technologies, navigat-
ing the online world as part of their education and personal
lives [47]. However, young people can be especially vulner-
able to falling for misinformation, unknowingly disclosing
personal information to dangerous apps or websites, and be-
having inappropriately on social media [47]. Cybersecurity
is thus a crucial topic for K-12 education [39].

Ethics is increasingly recognized as a key component of
cybersecurity education [22]. A quarter century ago, Ellen-
wood wrote, “there is a real danger of teaching adolescents
in a manner that ignores personal or moral development,
but focuses entirely on academic achievement. Adolescence
is a time of upheaval when young people need guidance”
[27]. The same could be said about today’s ever-changing
technological society; with new cybersecurity risks, and
expansive AI technologies, we need to ask ourselves, how
can we best prepare students to flourish [2]?

High schoolers are an especially interesting group for
ethical education as they are in the last required stage of
formal education, beginning their adult lives, and in the
final ‘formal operational’ stage of cognitive and emotional
ability development [59]. Adolescence is a key period for
developing a deeper understanding of moral values and
concern for others [36], but low empathy can lead to moral
disengagement [3]. It is therefore important to promote em-
pathy for vulnerable people in ethics education [63]. Further
efforts are urgently required to educate high schoolers about
cybersecurity, AI, and surrounding ethical issues [14], [70].

Cybersecurity ethics is a relatively new and interdisci-
plinary topic, and the research community diverges some-
what on its parameters [73]. As such, it would be difficult
or even counterproductive for us to use a strict definition
of cybersecurity and AI ethics. Instead of imposing our
own definitions, we rely on high school teachers’ own
conceptualizations.

Effectively teaching K-12 students about cybersecurity
and AI ethics can be instrumental in ensuring ethical devel-
opment and use of tomorrow’s technologies. However, little
is known about how K-12 teachers cover cybersecurity/AI
ethics. To help bridge this gap, we conducted an exploratory
qualitative study in which we interviewed 16 high school
teachers and 11 high school students in the US.

The main goal of our study is to understand how cy-
bersecurity and AI ethics are currently taught, and ought to
be taught, if not already. We focus on the teachers’ views
and struggles, as our main goal is to inform practitioners.
The students’ views allow us to elaborate on and verify our
findings. We aim to answer three main research questions:

• RQ1: What topics do high school classes cover
relating to cybersecurity and AI ethics?

• RQ2: What are the teaching strategies and resources
used to cover these topics for high schoolers?

• RQ3: What challenges remain for teaching these
topics to high schoolers?

To answer these questions, multidisciplinary expertise
is required [61]. Therefore, our research team includes de-
velopmental psychologists, K-12 curriculum designers, two
high school students, and privacy/security researchers.

Our work makes three main contributions: (1) uncover-
ing what kinds of topics related to cybersecurity/AI ethics
are taught in American high schools, and how; (2) presenting
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novel results about challenges encountered in teaching high
schoolers about cybersecurity/AI ethics; and (3) providing
concrete recommendations on how to better support high
school teachers in covering cybersecurity/AI ethics.

2. Related Work

We situate this work in two groups of literature - teach-
ing ethics in high schools, and cybersecurity and AI ethics
education.

2.1. Teaching Ethics in High Schools

Ethics concerns statements and judgments about how
the world is and how the world should be. Ethics deals with
norms and values, and expresses approval or disapproval
through a specialized vocabulary (e.g. duty, right) [37], [57].

Ethics is always taught in American high schools by
teachers modeling acceptable behavior [57]. More formally,
ethics is part of high schools’ curricula, aiming to teach
skills like reflective judgment and moral sensitivity. Revell
and Arthur argue that high school teachers and students
would like more opportunities to discuss ethical issues, but
their subjects and/or schools limit this attempt [62].

While teachers can include ethics instruction in all sub-
jects, social studies is especially conducive to teaching ethics
[24], [52], [57]. Subject matter like current and historical
events provide ready-made case studies, allowing students
to discuss and immediately apply ethical principles [66].
Imagined scenarios are also useful to spur ethical debate
and discussion in the humanities [21], [13].

2.2. Cybersecurity & AI Ethics Education

A fundamental goal of cybersecurity ethics education is
to prepare future decision-makers in the realm of cyberse-
curity [25]. To this end, it is more useful that students learn
ethical frameworks to apply in an unknown future, rather
than memorize codes of ethics and learn compliance [11].
Multiple ethical frameworks converge on issues including
fairness, balancing the “good” versus harm or risk, and the
protection of innocent parties [25].

AI is very much a part of this discussion given its large
and growing impact on individuals and society [23], [67].
AI is immensely helpful in many domains, yet it may be
a fundamental threat to individuals’ privacy, security, and
autonomy [67]. Thus, contemporary AI relates to value
dilemmas such as balancing fairness [7] and bias [38], or
surveillance [28] and privacy [72], while raising fundamen-
tal questions about the meaning of being human [33].

With the volume of ethical issues brought by AI and
cyber attacks, many have called for more and better AI
ethics education [14], [31], [55], [73]. Topical empirical
research often focuses on college students [35]. AI ethics
are taught relatively frequently in computer science courses
at universities. Garrett et al. found that common topics
in standalone AI ethics courses included bias, automation

and robots, law and policy, consequences of algorithms,
philosophy/morality, privacy, future of AI, and history of
AI. Common topics in technical AI/ML courses were bias,
fairness, and privacy [31]. Similarly, Raji et al. found that
the current AI ethics education space relies on a form of
“exclusionary pedagogy,” and proposed a shift towards a
more collaborative and holistic approach [61]. In addition
to CS courses, medical students benefit from AI ethics
education [41], [60], [77], as AI is heavily used in medicine.

A variety of methodologies are useful in teaching cy-
bersecurity/AI ethics. In 2015, Burton et al. reported using
sci-fi to teach college students AI ethics [16]. Furey and
Martin created a modular approach to AI ethics education
which requires two days of instruction in a one semester
course [30]. Green described a pilot AI ethics course in
undergraduate level where students learned to incorporate
ethics in explicit ethical agents [34]. An experimental course
taught cybersecurity with a case study-based ethics curricu-
lum through readings, group discussions, and a final project.
As suggested in earlier studies [25], students indicated that
complex case studies and open discussions were central to
their understanding of cybersecurity ethics [11].

At present, AI/cybersecurity ethics education is not
mandatory in US high schools. Still, practitioners are ac-
tively developing AI/cybersecurity ethics education, espe-
cially for extra- and co-curricular programs for high school
students [16]. Ali et al. developed curricula to teach grade
school students about AI with an emphasis on construction-
ism, ethics, and creativity [2]. Short stories with embedded
ethical dilemmas were effective for secondary school stu-
dents to develop a more nuanced understanding of AI ethics
issues, such as fairness, bias and privacy [29]. The “AI in
My Life” project engaged 500 teenagers from disadvantaged
backgrounds in a workshop series, and empowered them to
evaluate the ethical implications of AI in their lives [8]. A
card-based design workshop allowed high school students
to reflect on ethical dilemmas by designing their own ma-
chine learning applications [10]. A gamified program called
PicoCTF introduced cybersecurity to high school students
through challenges tied to a story, while requiring little
familiarity with command line or technical tools [20]. The
GenCyber summer camp introduced high school students
to cybersecurity (ethics) principles through computer game-
based learning, hands-on labs, and group discussions [40].

In addition, cybersecurity and AI ethics may incorporate
digital citizenship, and especially online safety or cyber
hygiene. Digital citizenship typically concerns online partic-
ipation that is safe, ethical, and legal [32]. Online security
is a particular concern for teens, as existing evidence shows
that they are quite vulnerable to attacks like phishing [54].
Interactive and gamified training has been found to be useful
to educate young adults to improve cyber hygiene, especially
their awareness of phishing attacks [40], [43], [69].

In recent years, the US has increased efforts to teach
young people cybersecurity and digital citizenship, as ev-
idenced by the passage of the K–12 Cybersecurity Act
of 2021 [1]. According to the International Society for
Technology in Education, three states (Virginia, California,
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Nevada) are leaders in digital citizenship education [71]. As
of 2022, 14 states require some form of digital citizenship
or media literacy instruction at the K-12 level [46].

Teachers and students generally had a favorable im-
pression of these cybersecurity and AI ethics materials, but
important challenges remain. For example, simultaneously
learning new tools (i.e. command line) and concepts (i.e.
cybersecurity ethics) can be difficult for students [20]. Jin et
al. found the gamified approach effective, but male students
enjoyed game-based learning more than females [40]. It fol-
lows that cybersecurity and AI ethics learning materials must
be carefully designed to ensure accessibility and inclusion
for all high school students.

3. Methods

We conducted semi-structured interviews online with
16 high school teachers in the US about their experiences
in teaching cybersecurity and AI ethics. We enrich and
contextualize these findings with 11 student interviews.

Ethical considerations. Teachers were asked to read a
consent form and verbally consent to the interview being
recorded. Minors verbally assented, and a parent/guardian
signed a consent form. This study was IRB approved.

3.1. Participants

Participant recruitment. We strove to recruit teachers
and students with experience teaching/learning about cyber-
security and AI ethics from a diverse set of schools, across
multiple states, and representing urban and rural areas. We
started with our own professional networks, sending emails
describing the project and soliciting their participation if
they have relevant experience. The recruitment texts are in
the appendix. We also recruited through snowball sampling
and social media - particularly a Facebook group for cyber-
security educators. Student recruitment was similar; most
participants responded to posts on a social media group
dedicated to women in technology, and two students were
referred by a teacher we interviewed.

Participant background. To encourage participation
and shorten the study duration, we decided not to directly
ask about our participants’ demographic data but instead
asked them to self-describe themselves. We still strove to re-
cruit interviewees from schools with diverse student bodies.
We also considered that characteristics of the schools could
provide important context. We therefore asked interviewees
to describe their school in terms of factors such as location
(i.e. proximity to a large city), size of the student body, and
school demographics (i.e. race and ethnicity, socioeconomic
level). Due to our snowball recruitment, we interviewed
teachers and students from the same school in two instances.

To make students feel comfortable with the study, we
asked them to describe themselves. Several students chose
not to share specific information about themselves, such as
their age, the name of the school they attend or the city
they live in. Students ranged from sophomores to seniors in
public schools across five states. Two students attended a

TABLE 1. OVERVIEW OF INTERVIEWEES

Alias State Primary topic/role School
T1 IL Librarian SCH1*
T2 IL Computer Literacy SCH1*
T3 CO Director of Extracurricular SCH4
T4 IL Library Director SCH3
T5 UT Cybersecurity SCH12
T6 IL Library Director SCH2
T7 CO English and Language Arts SCH11
T8 CO English SCH10
T9 CO Dean of Students SCH9
T10 IL Political Science SCH2
T11 IL Media Literacy SCH2
T12 NJ Librarian/Maker space SCH7
T13 CO Cybersecurity SCH8
T14 CO Teacher of Students w/Visual Impairment SCH6
T15 WI** Computer Science SCH5
T16 IL Social Studies SCH1
S1 IL Student SCH1*
S2 IL Student SCH1*
S3 IL Student SCH1*
S4 UT Student SCH12
S5 UT Student SCH12
S6 IL Student SCH13*
S7 TX Student SCH14*
S8 IL Student SCH15*
S9 IA** Student SCH16
S10 IA** Student SCH16
S11 UT Student SCH17

hline
* indicates schools with selective admissions.
** indicates a state with no requirement for digital citizen-
ship/media literacy instruction at K-12 level [46].

cybersecurity course in a nearby affiliated technical college,
and their answers focused on this course. Six students
attended selective enrollment schools. Further details of
interviewees are provided in Table 1, and schools in Table 2
in the Appendix.

Interviewees included teachers with a particular topic
area (i.e. Computer Science, English) as well as librari-
ans, and two with administrative responsibilities. The in-
terviewed librarians taught relevant materials, and the ad-
ministrators were included due to their excellent overview of
what is taught in their school districts. Multiple teachers also
taught high schoolers in summer programs or co-curricular
activities (i.e. Yearbook, Multimedia).

Despite our best efforts, we struggled to recruit from
rural and lower-income schools. To an extent this was
expected; K-12 cybersecurity education is especially lacking
outside wealthier urban areas [19]. While our interviewees
were quite diverse, we cannot claim that they are represen-
tative of US high school teachers and students in general.

3.2. Data Collection

Interview protocol. Our interviews aimed to understand
the content and format of cybersecurity/AI ethics lessons
and curricula. We asked all teachers about their teaching
background and school to provide context and better under-
stand their relevant experience. We then probed for relevant
teachings, asking questions such as “Could you tell us what
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you covered related to cybersecurity and AI ethics?” We also
asked if the topics were covered elsewhere in the school.

Afterwards, we went in-depth, asking questions like
“How was your experience teaching that topic?”, “How
did students react?”, and “Did you feel like you really got
through to the students on that topic?” We followed with
questions about lesson details (e.g. concrete examples of
discussions, tools used for exercises). As most teachers were
not teaching curricula with cybersecurity, AI, and ethics
explicitly embedded, we explored any relevant experience
in depth. When time permitted, we sought out opinions
on specific topics students should be taught and when, as
well as strategies and best practices on cybersecurity and AI
ethics educational materials. We followed roughly the same
format for students, but asked for their perspective, and that
of other students. The interview scripts are in the Appendix.

Interview procedure. We used Zoom for interviews,
except for one teacher, who preferred to answer via email.
Interviews lasted about 30 to 60 minutes and were recorded.
Teachers and students were offered an Amazon gift card of
$30 or $15, respectively. We used OtterAI to produce rough
transcripts, then manually corrected them.

3.3. Analysis

We analyzed interviews using thematic analysis [15].
One co-author coded each interview, and a second co-author
independently coded six interviews. We coded iteratively
over the course of the project, regularly discussing and
(re)creating codes, and identifying emergent themes. We
started with over 200 codes, then reached consensus on
around 50. Examples codes include surveillance (theme:
privacy), participatory approach (theme: teaching method),
and disengaged (theme: student attitudes). Because of the
exploratory nature of the study and the collaborative coding
process, we do not calculate inter-rater reliability as guided
by the best practices [50].

The research team frequently discussed the data and
used mind-mapping tools to develop and refine groupings
of similar information and synthesize results. We observed
signs of saturation for the answers to our research questions,
as our most recent interviews presented no new themes.

4. Results

Drawing from interviews from both high school teachers
and students, we present our findings on topics high school
teachers cover relating to cybersecurity and AI ethics, strate-
gies and resources they use, and challenges they encounter.

4.1. Cybersecurity/AI Ethics Topics Taught (RQ1)

Our expectation was that mostly STEM teachers would
agree to interviews on teaching cybersecurity and AI ethics
topics, given the literature on undergraduate courses. How-
ever, 12 of 16 teachers taught non-technical subjects such as
social studies and language arts, and nevertheless covered
relevant content.

One reason is that any class can incorporate cur-
rent events discussions in class, and cybersecurity and AI
ethics are increasingly relevant in current events. More-
over, civics/social studies teachers saw technology ethics
as important for democracy, while English and language
arts (ELA) teachers emphasized the need to be critical
information consumers. More generally, teachers pursued in-
teresting and engaging discussions when time permits, even
when they had no obvious relationship with the curriculum.
“Somehow we got way off track, which happens a lot in a
high school classroom, if you’ve not been in one before”
(T4). Below, we present a list of topics discussed.

Epistemic norms. Epistemic norms refer to what we be-
lieve to be true and telling the truth [51]. Relevant topic
areas include media and information literacy, fake news,
dis/misinformation, and conspiracy theories, with the goal
of making students critical consumers of information, good
researchers, and informed citizens. In practice, lessons and
discussions on epistemic norms often entail treating some-
thing in the news as a short case study.

“You can do this with most any current event. I’m
like, ‘Okay, do you believe this at its face value?
Is it a conspiracy theory? Is it accurate?’ And then
we talk about like, okay, if you were going to [...]
make a decision, how would you go about proving
whether or not this was true?” (T15)

Teachers noted a special need to discuss current events
in the ‘post-truth’ and COVID era. T7 said that students
“see their parents struggling, they see people protesting [...]”
Fake news, roughly meaning information that the creator
knows to be false [18], came up a great deal. Primarily in
ELA classes, students learned how to identify fake news as
part of broader lessons on proper sourcing in research. T4
and T8 emphasized how constant exposure to misleading
information can lead to radicalization.

“I think this English department is very much
about teaching research, [...] cite sources, bias, and
all that kind of stuff. And so to [the teachers],
misinformation, or the age of Donald Trump, re-
ally freaked them out. [...] For me as the librarian,
misinformation is the most essential, both in terms
of consumption and in production.” (T4)

‘The big lie’ that the 2020 election was stolen from
Donald Trump [12], [64], and other conspiracy theories,
came up in discussions. At times, these issues were very
personal for students: “We were describing these various
conspiracy theories, and how they tie into extremist views.
One of the kids, I remember saying ‘This is - this is my
mom, and my dad, both to a tee. Like, they believe in all
of this stuff.’ [...] I felt bad for him.” (T11)

T6, T8, and T15 spoke to students about the potential
for recommender systems to influence our autonomy and
view of reality.

“We’ve had this conversation around recommen-
dation algorithms and [students will say] ‘Well, it
gives me good content, why should I care? [...]
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Especially with my ninth graders, they struggle to
connect that those recommendation algorithms are
influencing how you think about the world.” (T8)

Privacy. Privacy is one of the most commonly acknowl-
edged cybersecurity ethics issues [72], [75], and nearly
all interviewed teachers approached it to varying degrees.
Privacy came up in discussions on current events, such as the
Facebook–Cambridge Analytica data scandal, and students’
own online behavior. Thematically, teachers highlighted ac-
cess control, the vulnerability of personal data, selective
sharing and consent, and surveillance.

Most teachers voiced their opinion that students place
little value in privacy, believing it to be a relic of the past.

“They’re a little disconnected. They’ve already
resigned themselves, like ‘Eh, it’s privacy.”’ (T15)
“My definition of privacy is far, far different from
my students. They basically don’t have any expec-
tations. It is not a concern.” (T5)
“As one kid said, ‘They already have us.”’ (T8)
“I think kids understand for the most part, there’s
really no privacy in a lot of these apps and just
anything that they do online.” (T12)

This may be somewhat surprising, given previous find-
ings that teens value privacy, but they often negotiate per-
ceived privacy risks and expected benefits of information
disclosures differently than adults [48], [49]. However, high
schoolers are not far removed from childhood, and chil-
dren have a limited understanding of privacy [42]. Children
recognize that privacy involves autonomy, but lacking the
autonomy of adults, it is less of a concern [78].

Teachers speculated about why students feel this way
about privacy. T5 cited the frequency and publicity of cyber-
security breaches as indications that privacy violations are
inevitable. This attitude seems to reflect learned helplessness
[58] - particularly the belief that efforts to protect their
privacy would not make a difference [35]. Other teachers
highlighted generational differences. T9 said “We also have
a generation of kids that are born after 9-11, after the Patriot
Act. And this is their norm.”

Simultaneously, teachers recognize contextual nuance
in students’ privacy expectations. Students appeared less
concerned by invasions of privacy by tech companies and the
government, but had clearer privacy expectations regarding
schools and parents, aligning with previous literature [74].
Some students reacted strongly to perceived violations of
privacy at their schools, expressing shock that someone
could monitor what they Google or send in an email.

“It’s like the end of the world, they are just
floored! Some of them mentioned how in our
school, there’s certain words - if you say it in
an email, sometimes you get called down to the
office. [And students say] ‘Oh my gosh, I didn’t
know my emails are being monitored!”’ (T13)

For their part, students represented a wide spectrum
of privacy preferences and behaviors. S11 stated: “Some
[students] won’t even post their face online. Other peo-
ple will, on a daily basis, maybe even hourly, post about

what’s going on in their lives.” Students maintain privacy in
different ways, like using multiple social media accounts,
pseudonyms, or managing apps their parents installed: “Stu-
dents ask, ‘Hey, my parents installed this on my cell phone
to track me. [...] How can I hack that?”’ (T5).

Multiple teachers addressed what they consider the main
problem with teenagers’ attitudes on privacy and social
media usage: managing their digital footprint. Some teachers
emphasized maturity, suggesting that sharing inappropriate
content was largely a problem for underclassmen. “[At]
high school level, it’s pretty obvious [...] because they know
someone who’s been burned by it” (T5). T4 noted seniors
applying to ‘serious’ colleges take proactive steps to make
it harder to link their identities with their online personas.

Sexting and nude selfies were an important topic for li-
brarians who guest-taught in health classes on mental health
and interpersonal relationships. These discussions concerned
peer pressure, and the trust and risk associated with intimate
relationships. Such discussions are preventive or in reaction
to specific incidents.

“What happened was a bunch of boys asked their
girlfriends to send them nude pictures. And one
boy was like, ‘Hey, guys, let’s all put these photos
into a Google Drive under our school account, and
then we can just share it and everybody can see
everybody all the time. Wouldn’t that be great?’
And so they did it. So then the school is in trouble
for like, child pornography. Huge thing.” (T6)

The teachers’ responses confirm previous findings that
high school teachers are eager to provide students with
guidance on online privacy, but often feel unqualified to do
so [26]. However, we observe much of the issue relates to
perceived generational divides in privacy paradigms, rather
than a lack of knowledge on the teachers’ part.

Digital citizenship. Digital citizenship is defined as “skills
enabling people to find, evaluate, and share information
responsibly, engage in constructive conversation with others
from diverse backgrounds, and ensure their online partici-
pation is safe, ethical, and legal” [32].

All interviewed teachers discussed the potential of tech-
nology to build community, entertain and educate, and con-
tribute to students’ personal growth. Some teachers empha-
sized social media’s potential as a positive and empowering
tool: “Social media means controlling your narrative” (T9).
Similarly, several teachers emphasized the value of AI-
powered websites as sources for learning virtually anything.
T7 had students develop chat bots to help others.

“Students could pick a topic where that chat bot
would help, and they could pick their audience. So
some students made a chat bot for teens to help
them with mental health, or some of them made
it for adults to help them with figuring out where
they want to go with their job.” (T7)

Simultaneously, teachers characterized social media as a
source of myriad ethical problems and dilemmas. Teachers
related social media to cyberbullying, toxicity and harass-
ment, hate speech, loss of privacy, fake news, cyberstalking,
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brainwashing, and addiction. T8, for example, explained
that some of their students use Instagram, TikTok, and
Snapchat in a never-ending cycle. T9 relayed their students’
perception that “our addiction to technology, our connection
to technology, is what makes us human.”

Teachers largely agreed that students are aware of risks
in online interactions (i.e. cyber bullying, hate speech,
harassment) and the need for decorum. T8 quipped that
students don’t care about inappropriate content online (“they
want to find it!”), but “[they] care about how people treat
each other on these platforms, and how content incentivizes
people to treat each other different ways.” (T8) Neverthe-
less, several teachers mentioned cyberbullying incidents on
Instagram and Discord that their schools needed to address.
T16 observed “a general lack of empathy” in students sur-
rounding one cyber bullying incident.

ELA teachers in particular stressed the importance of
online information sharing. In journalism class, T9 taught
“what it means to be ethical in that sense - in sharing the
news.” T4 challenges students to consider “Are you even
looking up the info and verifying it before you repost?”

Lastly, several teachers address legal compliance and
liability. In classes like Media Studies, Journalism, and clubs
like yearbook and school newspaper, ethical content cre-
ation and curation are important. Content creation requires
adherence to laws and norms - especially when students act
on behalf of the school. Teachers were quite creative with
copyright and intellectual property rights. T15 taught in the
context of Fortnite dances (i.e. can a dance be copyrighted?),
and T4 based an activity on the show Shark Tank. In this
exercise, students have to develop a new product without
“basically stealing an already existing product.”

Emerging technologies. Emerging technologies typically
involved discussions of new and interesting technology, es-
pecially involving AI. Examples included deep fakes, facial
recognition, social credit scores (in China), police robots,
predictive policing, and self-driving cars. Of these, self-
driving cars appeared most often (n=4) as a case study
because “it’s so fascinating. And it’s so tangible. [...] We’re
close. We’re really close” (T15). Self-driving cars lend
themselves to interesting hypotheticals to explore.

“This box falls off the car [driving in front of
you]. You’re in your self driving car, there’s a
motorcycle left, there’s a family and a minivan
right. Should your car risk your own life and crash
into the box and save the people around it? [...]
We give them that ethical dilemma to start.” (T9)

Emerging technology discussions also ventured into
more speculative ‘sci-fi concepts’. In T9’s sci-fi literature
class, they lead conversations over the distinction between
cyborgs with advanced AI and humans, and the ethical
implications of AI in law enforcement.

“We also talk about predictive policing, and they
use these algorithms to determine where crime is
going to happen before it happens. Then I show
that scene from Minority Report where they bust

in that guy’s house at the beginning. And I said,
‘Yeah, that seems extremely futuristic. But here’s
real predictive policing.”’ (T9)

Ethical hacking. Ethical hacking concerns people and
activities that might fall under black, gray, or white hat
hacking. These lessons often center on: actual cyberat-
tacks on individuals, organizations, or governments; how
to defend against specific types of attacks; motives of the
attackers; and the responsibility to defend the vulnerable.
Generally, this topic arises in a very specific cybersecurity
class context, where students gain advanced proficiencies
(i.e. AP Computer Science), potentially earn college credits
or professional accreditation, and may already lean towards
careers in STEM or cybersecurity.

The teachers who taught dedicated cybersecurity courses
(T5, T13, T15) emphasized their discussions with students
about responsibly using the skills they learned. “What I
teach them is just dangerous, and I tell them that all the
time. They’re learning to defend and attack” (T5). At the
start of the school year, both the students and their parents
were required to sign a form stating they understand the
potential dangers in what they are learning, and promise to
use their skills legally and responsibly.

Although classes covering ethical hacking tend to be
very technical, they include discussions on current and
historic events. For example, S5 noted that one of their
first lessons concerned the ‘white to black’ spectrum of
hacking, and the class learned from real-world examples
throughout the semester. T15 emphasized that discussing the
‘bad guy’ hackers consistently hooked students’ attention
while teaching technical concepts like DDoS. “They all
understood DDoS [from] Minecraft. So it was like, ‘How
can I stop it!? This needs to stop!”’

T5 had a very novel strategy to teach the ethical com-
ponent of hacking in their cybersecurity class: lock picking.
Lock picking is a skill with practical and ethical uses
(entering one’s own house after forgetting the key), and
the potential to do harm (circumventing barriers to enter
a restricted space): a tangible metaphor for hacking skills
and the responsibility to use them only for good.

Cybersecurity and the state. Cybersecurity and
civics/government teachers in particular discussed
ethics in a context that might be called ‘cybersecurity
and the state’ [65]. This entails concepts like national
security, governmental control of their populations,
intergovernmental conflict, criminal groups, and
police/governmental authorities. T5 explicitly discussed
cyber warfare, especially in the context of remarkable
attacks, and the potential for non-state actors and relatively
weak groups to inflict significant damage on the US using
very little resources. Stuxnet [44] evokes technical and
ethical questions about zero days, covert government cyber
attacks, and asymmetric warfare.

“I do love those moments where I can kind of blow
their minds and, you know, talk about Stuxnet. [...]
When that happened, that’s game over. Now it’s
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open season for everybody. That means it doesn’t
matter if you’re the United States, or if you’re a
group somewhere in Thailand, the power is now
equal. You can take down a nation now.” (T5)

Teachers discussed authoritarian countries’ control and
suppression of their citizens. Several brought up cyberat-
tacks believed to be sponsored by the Chinese government,
as well as the Chinese government’s use of facial recogni-
tion and related tracking systems, and Black Mirror-esque
system of social credit scores [45], [68]. In discussing these
technologies, T8 poses the question to students: “Would you
want this in your school? Would you want this here?”

Several teachers, especially in social studies or cyberse-
curity courses, extensively discussed Russia’s interference in
the 2016 US elections. Teachers approached the topic as an
attack on truth, the US, and democracy. Similar to privacy
and personal safety issues, students often reacted with an
ambivalence that concerned and frustrated teachers.

“It is almost a shrug. They’re interested in the
technique of how it was done. For example, the
Russian manipulations of the US elections, which
we probe very deeply in a technical way and an
ethical way, their reaction is not one of outrage.
Their idea is that democracy has not been violated.
I don’t understand that.” (T5)

For their part, most students, even those who had dis-
cussed the 2016 election hacks in classes, lacked a clear
understanding of the events. S6 viewed it as a partisan issue
(“I thought everyone was wrong, and no one was right”) and
S10 thought the election interference was untrue: “I didn’t
even know that was a thing. I thought that in itself was fake
news, [the] Russian hackers. That did actually happen?”

Finally, teachers addressed ethical dilemmas involving
free speech and censorship (especially on social media),
and a few covered whistle blowing in the context of NSA
surveillance. T15 taught about steganography in laser print-
ers, and how the US government used the technology to
prosecute counterfeiters and whistle blowers. “Basically, that
laser printer allows the serial number of each machine to be
coated into these little yellow dots. They’re really tiny little
things, [...] but it’s a trail back to you” (T15). T15 joked that
it remained a good lesson, even though “most kids don’t
even have a printer at home anymore.”

Cyber hygiene. Cyber hygiene refers to the practical be-
haviors individuals take to stay safe from cybersecurity
threats. Teachers occasionally speak to students about these
practices, and several interviewees noted that a short cyber
hygiene lesson was required for new student orientation.

When discussing cyber hygiene, teachers sometimes
brought up predators or used the metaphor of ‘stranger
danger’ [5]. For example, teachers tell students (especially
younger ones) not to speak to strangers online, and cer-
tainly not to meet them in real life. Librarians and those
responsible for computer labs stress using strong passwords,
not sharing them, and logging out of school PCs when
not in use. Similar to how teachers viewed teens’ apparent

lack of concern for privacy, several teachers expressed some
exasperation at their inability to make students care about
cyber hygiene practices. A younger teacher, T15, recounted
their own cyber hygiene lessons and how they fell short,
connecting that to the present.

“I know I had countless ‘cyber safe’ lessons and
‘stay safe online’. And it was presented in such a
dry and kind of elementary fashion. And I think
today’s students got that same thing, ‘Never talk
to strangers online!’ Which you shouldn’t do. But
they do anyway.” (T15)

Almost half of students (S3, S7, S10, and S11) described
cyber hygiene lessons they had in school as overly basic and
just common sense. However, they also noted concern for
young children being exploited by predators or hurt in social
media ‘challenges’, and their own and their peers’ mixed
records on using safe online practices. S7, for example, had
to contend with a person who cracked their weak Google
password and sent uncouth messages to their contacts.

Concurring with the prior literature [17], [54], most
interviewed teachers and students agreed that students need
better cyber hygiene: “When they followed the link, it was
asking them to put their social security number. And I’m
like, ‘You guys, don’t do that!”’ (T11) On the other hand,
several students emphasized their savvy in navigating their
social networks of choice. They learned from friends or
personal experience rather than school.

S4 and S5 learned about phishing attacks in school,
and S9 and S11 learned about them from paid summer
courses. Each of these students said they remember the
main ideas well, and appreciated the combined approach
to teach cybersecurity and cyber hygiene practices together.
This success echoes previous findings, which suggest hands-
on phishing training can be effective [43], [69].

“My teacher gave out two worksheets about phish-
ing scam, and then also the DDoS attacks. And
then she also put together a Google slide presen-
tation and [...] two to three minute videos, that
shows how those things work, and how to prevent
yourself from getting trapped in those schemes.
[...] So it’s more like a prevention warning for
students like, Hey, if you see an email like this,
[...] you know that it’s a cybersecurity risk.” (S9)

4.2. Strategies and Resources Used (RQ2)

Teachers employed a great assortment of traditional and
more novel teaching methods to teach cybersecurity and AI
ethics. The teacher’s choice of method relied on factors in-
cluding the unique characteristics of the topic, interests and
capacities of students, and their own skills and knowledge.

The most traditional teaching method consisted of the
teacher leading a lecture or presentation, then a discussion,
then assigning homework consisting of reading some mate-
rial, and answering questions. Most teachers tried adamantly
to avoid this, saying that giving students independent time
for reading, writing, and reflecting resulted in “spacing out”
more often than effective learning.
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Teachers considered projects, (hands-on) activities, labs,
and exercises to be the most successful in terms of keeping
students on-task and motivated, and facilitating the best
learning. The exercises themselves usually entailed some
mixture of ‘the technical’ and ‘the ethical’ in cybersecurity
and AI. Teachers also saw case studies very positively, es-
pecially to present ethical dilemmas in a real-world context.

Discussions. Discussions are spontaneous or regularly oc-
curring dialogues, and can be a part of any other teaching
strategy, or used by themselves. The goals of discussions
include fostering critical thinking skills, recognizing ethical
ambiguity, and considering multiple perspectives.

Ethics discussions occur in a number of formats in-
cluding storytelling, roleplay, or Socratic seminar. Teachers
often use some variant of the following formula: present a
current event, especially involving new and emerging tech-
nologies; note an ethical dilemma from the event; facilitate
student discussion, considering multiple perspectives; and
ask students what we/they should do about it. Essentially,
this resembles a case study approach for building ethical
decision-making skills [25].

Current events discussions, while typically the domain of
social science, also occur in the more technical courses. T15
made every Friday ‘current event day’, and T5 began every
day with a ‘cyber briefing’, which focused on cybersecurity
events in the news.

Sometimes discussions accompanied a reading or video
(from short clips to full-length movies). T7 and T13 showed
parts of the documentary “The Social Dilemma” [56] to spur
conversations on privacy. Many teachers noted that videos
help to get students’ attention and keep them engaged.

Students, too, were very fond of videos as a learning tool
generally or to facilitate discussion, provided they are not
too long. S8 and S9 recommended CrashCourse, a YouTube
series. “I really like watching Crash Course videos because
it’s very short, to the point. And it’s animated!” (T8).

Several teachers used sci-fi and horror stories alongside
discussions on technology ethics. T8, a literature teacher,
described surveillance capitalism [79] with a metaphor.

“We’re using the text Frankenstein as a way of
talking about monsters. And what do we do with
monsters? Who do we blame - the creator?” (T8)

Technical (with coding). Technical (with coding) refers to
topics taught in a way that requires reading and writing
code. Due to the technicality of these exercises, they mostly
occur in dedicated computer science classes and may last
multiple class sessions. Generally, these activities aim to
teach students ethical hacking skills.

Examples included: (1) Write programs to simulate cy-
ber attack/ defense; (2) Develop a password cracker; (3) De-
sign secure and accessible websites using HTML; (4) Write
secure and accessible software; (5) Penetration testing; and
(6) Various hacking exercises using command line.

Technical (without coding). Technical (without coding)
refers to activities that teach about a technical issue, but

don’t require special technical skills of the students, typ-
ically because of a readily available tool. These tend to
be short activities or projects that may occur in one or a
few class periods. Part of the goal of these activities is to
show students that they can better understand very technical
concepts that affect them, even without more advanced
computer proficiencies.

Examples included: (1) Train a machine learning pro-
gram to recognize faces with/without a medical mask using
Google’s Teachable Machine; (2) Design an AI chat bot
using Juji to help with a social problem; (3) Test their
password strength with a website; (4) Check if accounts
have been compromised using haveibeenpwned.com; and (5)
Create assistive technologies using 3D printers.

Several teachers were very excited to share tools that
they use, and noted constantly searching for new ones.

Gamified approach. The gamified approach is essentially a
scored game, test, or challenge [39]. The examples described
mostly correspond with media literacy, and teaching students
to think critically about what they see or read online. ‘Gam-
ified“ can refer to students competing against themselves or
one another. The goal tends to be teaching students about
complex topics in a fun, engaging, and memorable manner.

Examples included: (1) SpotTheTroll.org, where stu-
dents attempted to distinguish real from fake Twitter pro-
files; (2) Spot the deep fake, guessing which video clips are
deep fakes; (3) Spot the fake person, distinguishing images
of the faces of real people from those created by AI; (4)
Compete in a class-wide ‘Shark Tank’ styled competition to
design a product without copyright infringement.

Content creator approach. The content creator approach
allowed students to express themselves using some medium.
Typically this consists of projects that require multiple class
sessions or out of class time. The goal with this approach
is to teach students about ethical consumption and creation
of content and information.

“We did a challenge a few years back where
classes could make videos about media security
and things like that. And those teachers then told
us anecdotally, Yeah, they really got into it, and
they really came away with some understanding
of it. [...] It’s kind of playing into what they want
to do anyway, which is to create and to post and
to be seen and heard.” (T4)

Examples included: (1) Create an informational video
clip about self-driving cars using WeVideo; (2) Create a
public service announcement about a harm associated with
AI; (3) Run a social media page for the school; (4) Create
announcements or tutorials; (5) Create a digital comic about
an AI dilemma using Pixton; (6) Design a ‘museum exhibit
for humanity’, showing future humans what it means to be
human at present.

Hands-off approach. The hands-off approach is when
teachers step back and allow students to learn and do work
by themselves at their own pace. The level of independence

8



varies, and both teachers and students noted that not all
students effectively use independent time.

For S3 and S7, this meant independent time doing
readings and exercises with Khan Academy. S3 said the
Khan Academy exercises were part of a dynamic lesson on
web development. For S7, the course A.P. Computer Science
Principles was essentially a semester sitting in silence and
working on Khan Academy content alone.

“There are more cons than pros [with this ap-
proach]. It was just sitting around reading the
articles. So I didn’t retain anything. It was not
that engaging, and I didn’t get the stuff explained
to me because, for some reason, that topic had no
videos at all.” (S7)

This was a rather extreme example. S7 speculates that
the reason for the teacher’s hands-off strategy is that they
were a last minute replacement for someone better qualified.

Several teachers emphasized the importance that stu-
dents discover on their own, lead class themselves, or exe-
cute projects of their own design. Two teachers stated that
class projects which will actually see use are effective ex-
trinsic motivators that connect well to empathy development.

T9 stressed a nuanced “lead from behind” approach,
allowing students more agency in the learning process. In
describing a project on AI ethics, they stated:

“How are they forming their own knowledge? It
has to be through them being able to critically
think about the subject matter. [...] Listen - kids
have amazing ideas. I realized we don’t ever give
them the opportunity to really talk about it. So
yeah, it puts them in the driver’s seat and gets
them to really critically think about it and how it
applies to their lives.” (T9)

4.3. Remaining Challenges (RQ3)

Generational differences. Several teachers and students
noted difficulties arising from generational differences. The
main issues seem to be (1) different understandings and
expectations of privacy, and (2) many (especially older)
teachers lacking credibility on internet-related topics.

Most teachers believed their students were not concerned
enough about threats to their personal privacy.

“They’re like, ‘I share my location with my family
now anyway.“ [...] It’s also kind of tricky, because
you don’t want to turn them into doomsday con-
spiracy theorists.” (T15)

T9 emphasized that their students grew up in a world
post 9/11 and post Patriot Act: “They don’t have that context
of what it was like before. They don’t have any context of
what it’s like to not have social media.”

Additionally, teachers are usually playing catch-up for
technology and social media important to their students.
Teachers voiced both excitement and exasperation with the
rapid pace of technological and social change, and several
noted their students tend to adopt new technologies faster

than they do. This has made it difficult to design lessons
that remain relevant for students in upcoming years.

Furthermore, this lack of familiarity makes it more
difficult to teach cybersecurity/AI ethics in an engaging
and meaningful way. For example, discussing social me-
dia centering on Facebook and Twitter is less than ideal
considering that high school age students seldom use them.
Contrarily, relatively few teachers are intimately familiar
with the platforms their students do use frequently (TikTok,
Snapchat, Instagram, Discord). S1 reflected on the issue:

“It feels like the teachers don’t know as much as
we do, so it’s hard to take them seriously. Like, I
understand these people have many decades more
knowledge than I do. But it also feels like they
don’t have the same level of [knowledge of] what’s
going on. And then on another level, they just
don’t know the kinds of nuances about Snapchat
safety, Discord safety, and like, Instagram prob-
lems. These aren’t really things that appear on the
news that often, and if they’re not themselves on
the social media platform, it would be harder for
them to know about these issues.” (S1)

Student attitudes. Teachers often expressed a struggle
to inspire an appropriate level of awareness and concern
in their students in topics like cyber hygiene, personal
autonomy, and data privacy. Many teachers described their
students’ overconfidence in their own ability to spot threats,
which ultimately leaves them susceptible to security threats.
T15 contrasted their students’ lack of interest in personal
safety with genuine interest in hacking and other types of
cybersecurity issues. One probable reason is that online
safety inevitably entail “Don’t-do-this-isms”. Students seem
to immediately tune out such messages:

“The last thing that a high schooler wants, or even
an adult wants, is to be lectured at, and told, like,
you can’t post this or don’t do this with your
phone, cuz then for sure it’s ‘Okay, Boomer.”’ (T4)

An alternative explanation could be that students are
tired of hearing about the risks, and would rather hear about
practical solutions. One example is dealing with malware.

“I would have preferred more on how to get rid
of viruses than how not to open spam emails. Be-
cause not opening spam emails is kind of obvious.
We even saw - you open a spam email, now you
have a million viruses. They didn’t tell us how
to get rid of that. Sometimes when you install
antivirus software, it gives you more viruses.” (S3)

Teachers also voiced concern that their students are not
wary enough of information online, and thus vulnerable to
mis/disinformation. For example, most students dismiss the
idea that their worldview is impacted by what recommender
systems show them, or that they might fall for fake news.
While most teachers saw this as aloofness or naivety, T8
took a less critical view:

“I think that’s something that takes a lot of time
and understanding to develop, to think about how
you participate within systems and how systems
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influence you [...]. That’s a developmental thing.
I don’t think it’s naive.” (T8)

T8 emphasized a general problem, supported by several
other teachers, that while students recognize the importance
of treating people decently online, they are not cognizant of
the impact of online content on people. It is simply an area
where most students fail to recognize their own cognitive
limitations or empathize with others. Generally, students do
not see “content as possibly harmful. Like when we talk
about deep fakes. I think they’re gonna think it’s cool, but I
don’t think that they’re gonna go, oh, that’s an issue.” (T8)
This same attitude is likely related to students’ failure to
understand the impact of fake news and disinformation on
themselves and others. As T11 simply stated, “They feel
like that’s not going to impact them”.

Finally, and particularly with topics relating to infor-
mation/media literacy, teachers said that students resent the
burden of considering if a source is reputable, verifying a
claim with multiple sources, and properly citing references.

“For them, everything is always about speed. How
quickly can this be done? And so the thought-
fulness that’s required of them is off-putting and
frustrating.” (T4)

Students generally stated that they were very much
interested in the easiest path towards their end goal (a
good grade). S8 acknowledged that fact checking and proper
citations are ‘tedious but also crucial’.

Parents and politics. Several teachers discussed the
need to tread carefully when addressing ethical issues with
any appearance of political tilt. As illustration, T4 and T6
had to fill out a Freedom of Information Act request from
a conservative Super PAC concerning whether the school’s
curricula included “critical race theory”. Some teachers were
nervous that their school board meetings would experience
disruptive tactics from upset parents.

“I think teachers nowadays are a little bit more
gun shy about talking about some stuff [...] The
last thing we need right now with everything we’re
dealing with is a pissed off parent saying ‘How
dare you expose my child to blah blah?”’ (T4)

This challenge is closely related to epistemological
norms, as topics like fake news, disinformation, and mis-
information are closely related to identity politics in today’s
hyper-partisan atmosphere. For example, a teacher from a
more conservative area (T5) said some parents approached
them over teaching students about the 2016 election hacks.
While the election interference is a well-established fact,
former President Trump and many of his adherents contin-
ually assert that Russian meddling did not occur and was
fake news; a claim that Politifact named its 2017 lie of the
year [4]. T5 smiled recounting one incident:

“I get parents coming up to me. Not often, but
sometimes. But [the students] definitely talk to
their parents about what we discussed in class.
And every once in a while, there’s ‘Hey, what are
you telling my kid about?’ Well, I’m not telling
’em anything - we’re just talking.” (T5)

Students were also aware of this issue, with S10 spec-
ulating that fears of angry parents precludes discussions on
controversial topics.

“I think our school has moved away from discus-
sions in person about that, but we are encouraged
to write papers about it that reflect our own or
maybe even the other side’s opinions. [...] Maybe
it’s an Iowa thing, or maybe it’s just my school,
but classroom wise, we don’t have a lot of discus-
sions regarding super controversial topics, because
then that means angry parents emailing.” (S10)

Curricula. Several teachers mentioned time restrictions,
due to required coverage of other topics and focus on stan-
dardized exams. In a few cases, teachers expressed the will
to further build cybersecurity/AI ethics into their curricula,
but a lack of class plans and ready-to-use resources, like
those in the ‘Technical (without coding)’ category above.
T6 spoke of the need to “work cybersecurity, media, and
information literacy into what they’re already doing”, and
is interested in any help they can get.

At times, the multidisciplinarity of cybersecurity/AI
ethics makes it difficult to ascertain who is responsible
to teach it. Although every teacher and student believed
discussing social media ethics to be important, busy teachers
might stick to required course material and hope that other
teachers pick up the topic. This is even true of teachers
tasked with teaching cybersecurity, like T15. Also of note,
T15 teaches in Wisconsin: a state without K-12 requirements
for digital citizenship or media literacy [46].

“I intentionally don’t talk about a lot of social
media in my classes, because honestly, it’s a time
issue. [...] [Social media] is more like - maybe
that’s more of a social studies thing.” (T15)

Students, too, felt that curricula restricted their ability to
learn about cybersecurity and cyber hygiene.

“The extent that our school goes to teach about
cybersecurity is having a strong password and not
sharing it with others. There’s not much education
within the classes, because there’s just so much
other material to go through.” (S10)

On the other hand, T4 was glad to see their state
(Illinois) begin requiring media literacy for high schoolers in
fall 2022. “We’re excited that it’s a requirement because it’s
kind of giving more weight to the things that we’ve already
been wanting to do” (T4).

COVID-19 fallout. The majority of teachers discussed
two problems in teaching during the pandemic: socializa-
tion problems, and virtual learning problems. While these
problems are general, they particularly impacted teachers’
efforts to engage students in ethical discussions.

“The freshmen are a hot mess. I think it was 70%
of our fights this year have been freshmen. It’s
anecdotally true for every teacher I talk to - these
kids don’t know how to be in person again.” (T4)

Teachers considered virtual learning hit-or-miss. Tradi-
tional classrooms allow teachers to use management struc-
tures like rules and seating arrangements to create an en-
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vironment for students to maintain focus, but virtual class-
rooms entail a myriad of distractions that teachers cannot
control [53]. Cheating was especially problematic for for-
eign language teachers, who could not prevent students from
using Google Translate. This relates to an ethical dilemma
identified in the literature: balancing students’ privacy and
exam integrity during the pandemic [6].

T8 observed that while social media was a lifeline for
students during the pandemic, it also left students feeling
more antsy and less able to calmly reflect and learn.

“[Social media] provides instant gratification and
response. [But] real classroom interactions are
slower. For a lot of my kids it’s really hard.” (T8)

Lack of qualified personnel. Several teachers noted an
acute lack of qualified cybersecurity teachers.

“I actually teach cybersecurity to other teachers.
[...] A lot of cybersecurity teachers are coming in
because they’re the old math teacher, or they’re
the old driver’s ed teacher. And cybersecurity is
so hot right now. They’re just pulling people into
it, and they have no idea what they’re doing.” (T5)

A few teachers considered the technicality of topics as
a barrier in their own classrooms. This highlights the poten-
tial difficulties non-technical teachers can face in teaching
cybersecurity and AI ethics.

“How technical do you get? I’m an English
teacher - with my level of expertise, how much can
I make sure that kids actually understand ‘what is
a recommendation algorithm?”’ (T8)

Accessibility and inclusion. A few teachers noted dif-
ficulties relating to accessibility and inclusion for students
with disabilities, in the special education program, and girls.

The teacher of students with visual impairment, T14,
stated that a braille reader was not allowed with the school’s
computer system. This was one of many frustrations that
their students have to deal with, which discourage technical
endeavors and careers.

“The braille display needs to connect, and [they]
have to log in, and put the password. And the
school, whatever security, did not allow her to
have that device be connected to her email system.
So I had to go through the loops in my district to
get her email ID set up.” (T14)

One librarian (T4) was tasked with developing media
literacy, as this is a new requirement in their state. As part of
this process, they surveyed teachers in their school on their
thoughts. “Special Ed teachers said they know it’s important,
but how can we gear this down for all levels and abilities
to understand and have access to?” (T4).

Gender balance and recruiting girls was a significant
challenge for all teachers who taught elective computer
science, as well as the students. T15, a cybersecurity teacher
and a woman, is struggling to improve gender balance in her
class, which currently stands at a 9-1 ratio of boys to girls.
S4 and S9 were both the only girls in their Cybersecurity
and AP Computer Science Principles courses, respectively.

Neither said they were personally bothered very much, but
they do worry about others.

“Sometimes no one wants to partner with me. But
it’s still pretty cool because I’m really interested
in it, so it doesn’t bother me as much. And also
my teacher is really inclusive. [...] But it can
definitely be challenging for people signing up
because they’re like, hey, my friends aren’t signing
up for this. Like, it’s just gonna be me.” (S9)

S10 also stated they felt hesitation to pursue tech studies
due to stereotypes of their race/ethnicity. In spite of their
interest in cybersecurity: “I also kind of didn’t want to play
into the stereotypes that all Indian people are in IT.”

5. Discussion

This work extends existing literature [19] on K-12 cy-
bersecurity education. We used in-depth interviews with
teachers and students, uncovering new challenges and details
about how cybersecurity and AI ethics topics are taught.

Three main takeaways emerged. First, high school teach-
ers in non-technical courses cover topics in cybersecurity/AI
ethics. Second, the way we teach cyber hygiene is failing to
make high schoolers safer. Last, some teachers are hesitant
to approach epistemic norms in cybersecurity/AI, as these
topics have become heavily politicized, and parents are
increasingly activist about topics their children learn.

Multiple domains of cybersecurity/AI ethics. We ob-
serve that cybersecurity and AI ethics transcend the com-
puter science classroom. Teachers in non-technical classes
like ELA and social studies readily facilitate cybersecurity
and AI ethics discussion with engaging content and probing
questions. These domains have a longer tradition of ethics
education than computer science [52], [57], making it natu-
ral for them to discuss contemporary current events as eth-
ical case studies. Technology ethics issues are increasingly
salient in current events, which means any discussion of
current events is likely to include such topics.

An important benefit of the multidisciplinary approach
to cybersecurity/AI ethics relates to accessibility. Teachers
can leverage conversations on current events to discuss
ethics, without any requirement for technical savvy, or for
the school to have dedicated cybersecurity teachers or IT
hardware. Only the larger and better-funded schools, espe-
cially selective enrollment or “magnet” schools, seem to
have specialized computer science courses, and a variety
of advanced placement (AP) courses. However, virtually all
schools have civics and ELA classes in the core curriculum.

Ultimately, the multidisciplinary approach means more
students can access education about these pertinent topics.
Cybersecurity/AI ethics are inherently interdisciplinary, and
some have already criticized an overly technical approach to
ethics in computer science pedagogy [61]. There may well
be benefits to integrating and contextualizing cybersecurity
and AI ethics in existing courses.

However, this also entails a trade-off; computer science
teachers are much better equipped to combine technical and
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ethical content than their ELA and social science counter-
parts. English teachers are excellent at teaching epistemic
norms, but we should not expect them to suddenly become
experts on machine learning and cyberwarfare.

The failure of cyber hygiene education. Cyber hygiene
is a critical topic to avoid a host of cybersecurity disasters
[17]. However, the way we teach cyber hygiene needs a
complete rethinking. Basic computer safety seems to be a
general requirement for high schoolers, whether on an an-
nual basis, or as part of Freshman orientation. Yet teachers,
with the exception of some computer science teachers, seem
to treat online safety as a required box-ticking exercise.
Neither teachers nor students appreciate this approach.

This is one domain where the computer science teachers
did notably better than their counterparts in ELA and social
studies. Computer science teachers went in greater depth,
combining cybersecurity and cyber hygiene, and incorpo-
rating hands-on exercises, which have proven effective in
cybersecurity education in non-school settings [43], [69].
For example, instead of emphasizing the need to not write
down passwords - something students have heard (and often
ignored) since middle school - T12 and T5 taught about
how phishing emails and other social engineering works.
These lessons went in depth, showed examples, incorporated
fun hands-on exercises, and had immediate relevance to
students. S4, S5, S9, and S11 agreed that such lessons
were memorable and useful, and still guide their online
practices. Such an approach does not fall under the “don’t-
do-this-isms” often encountered in cyber hygiene. “Don’t-
do-this-isms”, where necessary, are best communicated with
compelling examples and stories with immediate relevance
to the high school audience. Computer science teachers
seem better equipped to facilitate these lessons [76]. This is
somewhat concerning given that many high schoolers have
limited possibilities to study computer science.

Students seem to hold paradoxical opinions on cyber
hygiene lessons. Students say online safety is “crucial” and
many students do not follow safe practices. On the other
hand, the lessons are patronizing, “common sense”, or irrel-
evant. For example, “don’t talk to strangers online” is proba-
bly not realistic or age appropriate advice for high schoolers,
who are accustomed to using social media and accessing
online communities. “Don’t share your passwords” is not
always reasonable, considering families share subscription
plans. It is not merely that students ignore such advice; it
harms the credibility of the teacher and lesson.

Finally, computer safety lessons do not focus on privacy
in a sense that concerns high school students [49]. Students
are relatively unconcerned about having their identity and
banking information stolen, as most of them have no assets
and little autonomy. If privacy were presented differently,
such as “How would you feel if an angry ex could log into
your Instagram?”, or other age-appropriate hypotheticals,
lessons may have more impact. Lessons could also focus on
concrete ways students can protect their privacy and security,
which may reduce learned helplessness [35].

Activist parents and hyper-polarization. We have pre-
sented evidence that current events discussion is crucial in

cybersecurity/AI ethics education. This creates a dilemma
- how do we discuss current events in the classroom when
they are so politically charged? The problem is important to
consider now, as more states are adding media literacy as a
required component of high school curricula [46].

In contrast to earlier work [9], we have found that
high school teachers are working hard to increase emphasis
on critical analysis of fake news. Yet, some teachers have
difficulty approaching epistemological norms such as media
and information literacy. Several teachers explicitly stated
they want to avoid hot-button issues that could anger parents
and invite conflict. This is not only a cybersecurity/AI ethics
issue, but one that affects all discussion of current events.

Unfortunately, this may represent a silencing effect in
education. As S10 stated, their Iowa school has moved away
from open discussions on controversial topics to individ-
ual writing assignments. This should be concerning, given
the importance of an informed populace and pluralism in
democracy. At present, Iowa has no legislation requiring K-
12 instruction in digital citizenship or media literacy [46].

Relatedly, students struggle to discern biased/partisan
news and fake news/disinformation, and generally fail to
recognize the potential harms of online content. This implies
we need to find a better way to educate about such topics
in a way that doesn’t come off as inflammatory or partisan.

5.1. Implications for design and policy

Students and teachers were unanimous on the impor-
tance of cybersecurity/AI ethics education. However, they
also indicated the present shortcomings that they have ex-
perienced. Here we present suggestions for educators, prac-
titioners, and policy-makers to consider.

Experts should develop more nifty tools. Teachers
raved about tools like Google’s Teachable Machine, MIT’s
Moral Machine, and games to spot deep fakes. Students
were ‘absorbed’, ‘fascinated’, and ‘really came away with
an understanding’. However, teachers often struggled to
find tools that were free, engaging, up-to-date, and readily
available to teach a given topic. T15 noted that tools and
case studies date quickly, so teachers have a constant need
for up-to-date material.

Furthermore, certain tools (like SpotTheTroll.org) are
excellent, but have limited content and replay value. It
may be worth revisiting and expanding such tools. The
non-technical teachers particularly appreciated tools that
make complex topics accessible. Students with less technical
background will benefit by more easily learning concepts,
without simultaneously needing to learn new tools [20].

Teachers may benefit from resources that help them
discuss cybersecurity/AI ethics using current events as case
studies. For example, most teachers struggled to connect
with students about the ethics of privacy in current events
(i.e. data leaks, surveillance). This is one area where prac-
titioners can consider developing materials and guidelines.

Finally, make it as easy as possible for teachers to
find resources. High school teachers’ time is already very
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overstretched, so it is unlikely they will find resources if
they are not well-publicized and easily found.

Overhaul cyber hygiene. Students are not uninterested
in online privacy and safety; they spend a huge part of their
lives online. For example, S3 wished they had learned how
malware works, and what to do if you suspect you might
have some. While some teachers are required to teach cyber
hygiene, they are often unqualified to do so [76], and treat
it as a box-ticking exercise. One outcome is that students
feel patronized and ignore what they hear. At present, cyber
hygiene lessons come off as tone deaf, and mostly serve to
damage teachers’ credibility (‘OK, boomer’).

One promising approach is to combine cyber hygiene
and cybersecurity ethics concepts together when possible,
especially in the computer science classroom. Computer
teachers are better equipped to go in-depth, use hands-on
exercises, and address both the technical and ethical aspects
of online safety. The lessons on how phishing attacks are
one example of a good practice that students internalize, and
having learned, become safer.

Do it in any context. Cybersecurity and AI ethics
can and should be discussed outside the computer science
context. Social science and language arts classes have es-
pecially good thematic fits for these topics (e.g., current
events and national security, sci-fi and journalistic integrity).
No technical requirements exist for such content. Moreover,
these classes can well utilize the content creator approach,
playing into what many high schoolers love doing.

We were struck that despite lacking official courses on
AI and cybersecurity ethics, teachers understand the impor-
tance of talking about these topics in other contexts. Our
evidence shows that discussions and exposure of these topics
can be fruitful in courses like ELA and social studies. This
could imply the benefits of integrating and contextualizing
these topics in existing courses [61]. This is an important
consideration for future research, given debate on how im-
portant it is to impose new requirements for cybersecurity/AI
into already packed high school curriculum.

Make a personal connection. Teachers should pay seri-
ous attention to engaging students effectively, remembering
‘the hook’. Many teachers described frequent struggles to
keep students focused and productive - especially students
in the freshman or sophomore class, and especially in the
context of a ‘captive audience’ (i.e. required course). To
mitigate the problem, they may open class by presenting
a dramatic event or concept. Finding what works requires
knowing the class. For example, students understand privacy
very differently than their teachers, so teachers should care-
fully consider how to make privacy education personally and
practically meaningful to students.

Show don’t tell. An additional way to engage students
is to demonstrate something and let students try it them-
selves. For example, a lecture on password safety is abstract,
but students could also use HaveIBeenPwned.com and see
exactly how and when their personal data were exposed.
A PowerPoint on Russian trolls may be useful, but using
SpotTheTroll.org probably forms a stronger impression.

Consider technology-agnostic course material. Teach-
ers described students as very accepting of change, and
students inevitably take up technologies that teachers are
unfamiliar with. In some cases, it may be more effective to
develop technology agnostic course materials. For example,
a lesson on TikTok may be appropriate now, but perhaps not
in a few years. Teachers should consider framing the ethics
and providing (historical) perspective, but allowing students
to determine the specific technology of focus.

Work within their attention spans. Lessons should be
adapted for the students’ age and maturity. Long lectures and
readings will rarely be effective - especially for younger stu-
dents. Independent time works well for some, but not others.
Teachers need to know and respect students’ limitations.

One simple strategy is to use short, high-quality video
clips. An additional strategy might be fast(er) transitions
between activities. For example, a teacher might combine a
short YouTube video, a hands-on activity in small groups,
and a short wrap-up discussion in an one-hour period. This
ensures that students with diverse learning styles can benefit.

5.2. Limitations

Our interviewee pool may not be generalizable to the
whole US, given the states’ leading role in implementing
high school education, the sample size, and difficulty in
recruiting from lower-income and rural schools. Only three
teachers taught classes exclusively focused on cybersecurity,
and none taught classes exclusively focused on cybersecurity
or AI ethics. This is not necessarily a limitation, as it may
simply reflect that most high schoolers learn about cyberse-
curity and AI ethics tangentially, if at all. It proved difficult
to clarify the meaning of cybersecurity and AI ethics without
naming specific examples. By giving some examples (i.e. the
Russian cyberattacks on the 2016 US election, cyber hygiene
practices), we may have imposed a particular framing of
the topic. Finally, most students attended actual computer
science classes, so their answers focused on technical rather
than social science or humanities courses.

6. Conclusion

Cybersecurity and AI ethics education is essential to
prepare the next generation’s decision-makers to confront an
uncertain future. It is therefore critical to understand how
cybersecurity and AI ethics are taught in American high
schools, and how teaching strategies can improve.

We have shown that teachers in multiple disciplines
include cybersecurity and AI ethics in their curricula. We
found teachers leverage a variety of traditional and novel
strategies for cybersecurity and AI ethics education, and
encounter diverse challenges. Finally, we provided evidence
of the need for more and better quality cybersecurity/AI
ethics instruction, and practical suggestions to this end.

Future work should check if our findings hold true in
the broader US context. It would also be helpful to delve
further into how teachers can best introduce AI/CS ethics
into already-packed curricula.
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Appendix

TABLE 2. OVERVIEW OF SCHOOLS PRESENTED IN OUR STUDY

Alias Area Type State Teacher
count

Student
count

SCH1* Suburban Public/”Laboratory” IL 3 3
SCH2 Suburban Public IL 3 0
SCH3 Suburban Public IL 1 0
SCH4 Urban/Suburban Public CO 1 0
SCH5 Rural/Suburban Public WI** 1 0
SCH6 Suburban/Urban Public/Charter CO 1 0
SCH7 Urban Public NJ 1 0
SCH8 Suburban Public CO 1 0
SCH9 Suburban Public CO 1 0
SCH10 Suburban Public CO 1 0
SCH11 Rural/Suburban Public CO 1 0
SCH12 Suburban Public Technical School UT 1 2
SCH13* Urban Public IL 0 1
SCH14* Suburban Public TX 0 1
SCH15* Urban Public IL 0 1
SCH16 Suburban Public IA** 0 2
SCH17 Urban Public UT 0 1

SUMS 16 11

* indicates schools with selective admissions.
** indicates a state with no requirement for digital citizen-
ship/media literacy instruction at K-12 level [46].
School 12 is a special program for high school students run by a
technical college.
Rural, Suburban, and Urban were stated by interviewee or inferred
by interviewer.

Interview script for teachers

This has been lightly edited for length and privacy.

Introduction

[REDACTED]

Interview questions

• Could you tell us a little bit about yourself?
• What’s your educational background?
• How long have you been a high school teacher?
• What do you usually teach?

– Do you have any training in teaching topics
related to cybersecurity, AI, or ethics?

• Could you tell us a little about your school, in terms
of size, socio-economic diversity in the student body,
etc.?

– How many students do you usually teach?

• Have you ever covered anything related to [ethics
/ cybersecurity / AI / emotional or social skills] in
your teaching?

• If so, could you tell us what you covered related
to [ethics / cybersecurity / AI / emotional or social
skills]?

– Could you give us a concrete example?
– How was your experience teaching that topic?
– What was your students’ reaction to the

topic?

– Did you give any in-class exercise or home
assignment on that topic? Could you give us
a concrete example?

• Do you think high school students should be in-
troduced to cybersecurity/AI ethics? One goal is to
improve their awareness of tech ethics issues that
affect themselves.

• Another goal is to improve their awareness of tech
ethics issues that affect others (e.g., younger chil-
dren). Could you elaborate on any specific topics
you think the students should be introduced to?

• For example, we intend to cover smart toys, social
media, mobile apps, and online games.

• Explain what we plan to do - design hands-on labs
to educate high school students to be more knowl-
edgeable of and empathetic to people who might be
affected by AI technologies or cybersecurity issues,
especially young children in the context of social
media, smart toys, online games and mobile apps.

– Have you taught anything related to these
topics?

– If so, what has been your experience?
– Do you have any suggestions for us in de-

signing these educational materials?

• Do you have suggestions on promoting the students’
empathy toward others, particularly vulnerable pop-
ulations such as younger children?

Interview script for students

This has been lightly edited for length and privacy.

Introduction

[REDACTED]

Interview questions

• Before we get started, could you tell us a little bit
about yourself?

– Where do you live?
– What year are you?
– What type of things do you do for fun?
– What are you most interested in at school?

• Could you tell us a bit about your high school?

– Do you know about how many students are
there?

– How many students are usually in your
classes?

– Is it selective enrollment?
– Does your school offer A.P. courses? Which

ones?
– Would you say it’s diverse? How so?
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• Do you talk about current events in any of your
classes?

– Could you tell us a bit about what classes do
that, and how it goes?

– How do you and your classmates feel about
it?

– Is it interesting to talk about stuff in the news?

• Have you ever learned anything related to cyberse-
curity or AI in your classes?

– (Offer examples if helpful)
– Could you tell us what was covered, and in

what class?
– How was this material taught? (slideshow,

lecture, activity, etc.)
– Did you have any in-class exercise or home

assignment on that topic?
– How was your experience learning that topic?
– How did other students’ react to the topic?
– What were the good things about what you

learned, and how it was taught?
– Do you have any suggestions on what could

be improved and how?

• Have you ever talked about fake news, disinforma-
tion, misinformation, or that sort of thing in any
classes?

– (Offer examples if helpful)
– How did that go, and how did you feel about

it?

• Have you ever learned anything related to
ethics/morality in your classes?

– (Offer examples if helpful - ethical dilemmas
like free speech vs. fake news or disinforma-
tion, privacy vs. security, etc.)

– Could you tell us what was covered, and in
what class?

– How was this material taught? (slideshow,
lecture, activity, etc.)

– Did you have any in-class exercise or home
assignment on that topic?

• In any of your classes, do you ever talk about how
students use social media and cell phones?

– How did the conversations go?
– How did you and your classmates react? Was

it interesting or engaging?
– Was it strange talking with teachers about

that sort of thing, especially since they’re in
a different generation?

• Do you think high school students should be intro-
duced to cybersecurity/AI ethics?

– If so, how early?
– What do you think are the best ways to learn

this sort of thing?

Recruitment materials

These are the recruitment texts we used to recruit the ma-
jority of interviewees. The versions presented were rewritten
after it appeared our initial text was too narrow. These have
been lightly edited for length and privacy.

Recruitment material for teacher interviewees

[PERSONALIZED INTRODUCTION AND PROJECT
DESCRIPTION REDACTED]

As part of this project, we are interviewing high school
teachers with relevant experience. Most high schools do
not have a dedicated curriculum for AI and cybersecurity
ethics, so we are interested in reaching high school teachers
with experience teaching related topics. A few examples of
teachers we’ve interviewed include (but aren’t limited to):

• Computer science teachers, whose topics include
safe password usage, safe usage of websites and
apps, how AI works, how AI is used (self-driving
cars, smart speakers, targeted advertising, facial
recognition, surveillance), coding skills, etc.

• Civics teachers, whose topics include social media’s
role in recent elections, fake news, disinformation,
media bias, ethics of current events, etc.

• Librarians, whose topics include using the internet
to find reputable information, fake news, disinfor-
mation, general computer skills, etc.

If you have relevant experience, we would very much
appreciate the opportunity to interview you over Zoom for
about 30 minutes at a convenient time.

Recruitment material for student interviewees

[PERSONALIZED INTRODUCTION AND PROJECT
DESCRIPTION REDACTED]

As part of this project, we are interviewing high school-
ers about their experiences learning these topics. Many
high schools don’t have a specific curriculum for AI and
cybersecurity ethics, so we are also interested in students
who’ve learned related topics including:

• Computer science, with topics including safe pass-
word usage, safe usage of websites and apps, how
AI works, how AI is used (self-driving cars, smart
speakers, targeted advertising, facial recognition,
surveillance), coding skills, etc.

• Civics/digital citizenship, with topics including so-
cial media’s role in recent elections, fake news,
disinformation, media bias, ethics of current events,
etc.

If you are a student with relevant experience, we would
very much appreciate a 30-60 minute Zoom at a convenient
time. As a small thank you for your time, we are offering
$15 Amazon gift cards.
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